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We have measured the spin relaxation time of an excited two-electron spin-triplet state into its singlet
ground state in self-assembled InAs/GaAs quantum dots. We use a time-resolved measurement
scheme that combines transconductance spectroscopy with spin-to-charge conversion to address the
js "; p "i triplet state, where one electron is in the quantum dot s-shell and a second one in the p-shell.
The evaluation of the state-selective tunneling times from the dots into a nearby two-dimensional
electron gas allows us to determine the s- and p-shell occupation and extract the relaxation time from
a rate equation model. A comparably long triplet-to-singlet spin relaxation time of 25 ls is found.
Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4985572]

The spin dynamics in semiconductor quantum dots1 has
attracted much attention, as it is of fundamental interest for
applications in quantum information processing.2 The elec-
tron spin as an ideal two-level system may be used as a quan-
tum bit (Qubit), for instance, in quantum computation3 or
quantum memories.4 Quantum computation requires long
coherence times, where the main obstacle for spin-based
quantum information processing is the spin relaxation T1-
and the spin dephasing T2-time, i.e., the longitudinal and
transverse spin decay time, respectively.1,5,6 Even today,
after years of extensive research, it remains an important
challenge to understand in detail the spin relaxation mecha-
nisms7 and find experimental methods to increase the spin
relaxation and dephasing time. Especially, a spin state con-
figuration with large spin relaxation times in the zero mag-
netic field and at moderately low temperatures would be
advantageous for future applications in quantum information
processing.

Here, we present an all-electrical measurement to prepare
and monitor an excited spin-triplet state with a large energy
mismatch to the ground (!50 meV) and excited (!10 meV)
spin singlet states. We follow a measurement scheme of spin-
to-charge conversion that was developed in lithographically
defined nanostructures8,9 and combine it with transconduc-
tance spectroscopy, suitable for studying the carrier dynamics
in self-assembled quantum dots.10–14 A time T1¼ 25 ls is
found for the spin relaxation from the triplet state js "; p "i
down to the singlet ground state js "; s #i.

The sample was fabricated using molecular beam epitaxy
as an inverted high electron mobility transistor (HEMT) with
an embedded layer of InAs quantum dots. The heterostructure
was grown on a semi-insulating GaAs(001) substrate, starting
with 150 nm of Al0.34Ga0.66As and a 100 nm thick digital
alloy (33# [2 nm GaAsþ 1 nm AlAs]þ 1 nm GaAs), fol-
lowed by a silicon d-doping, 23 nm of digital alloy, and a

19 nm Al0.34Ga0.66As spacer layer. A two-dimensional elec-
tron gas (2DEG) is formed at the interface between the
(AlGa)As layers and a 40 nm thick layer of GaAs [see Fig.
1(a)]. The InAs quantum dots were grown by deposition of
about 1 monolayer of InAs. They were covered by 30 nm
GaAs, a superlattice, (50# [3 nm AlAsþ 1 nm GaAs]), and a
10 nm thick GaAs capping layer. The device was patterned
into a transistor structure with source, drain, and gate contacts
[cf. Fig. 1(b)], using standard optical lithography methods.
The active region, formed by a 100 nm thick gold electrode,
has a length of 100 lm and a width of 20 lm, corresponding
to about 2# 105 dots that are simultaneously probed. The
source and drain contacts were realized by evaporation of
Ni, AuGe, and Au and subsequent thermal annealing. All
measurements were carried out at a temperature of 4 K in a
helium-free cryostat.

The measurement technique is based on the time-
resolved transconductance spectroscopy,11,13 which was
recently employed to selectively populate spin singlet and
triplet states.10,13 A small, constant source-drain voltage
VSD¼ 20 mV is applied, and the conductance of the 2DEG,
GSD¼ ISD/VSD is determined by measuring the source drain
current ISD. The time resolution is given by the RC time con-
stant of the sample of 1 ls. When a positive voltage pulse
Vp is applied to the gate [see Fig. 1(b)], GSD will first
abruptly increase as a result of the increased carrier density
in the 2DEG. The voltage pulse will also lower the energy of
the quantum dot states, so that electrons can tunnel from the
2DEG to the quantum dot layer. This will decrease again
the carrier density in the 2DEG, so that a decrease in GSD is
observed on a time scale of a few 10 ls, characteristic for the
tunneling time between the 2DEG and the quantum dots
[Fig. 1(c)].

The derivative dDGSD/dVp reflects the time-dependent
density of states (DOS) in the dot layer13 and makes it possi-
ble to monitor the complete time evolution as the dots are fill-
ing up with electrons.11 Figure 2(a) shows a snapshot of
dDGSD/dVp at a time tc¼ 5.8 ls. Here, the initial gate voltage
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Vi¼ –0.53 V is chosen so that the initial charge in the quan-
tum dot layer is %1 electron per dot, and the two-electron
DOS is probed by increasing the pulse height Vp.13 In Fig.
2(a), three main features can be observed. They can be identi-
fied based on previous experiments and calculations11,13 as
shown in the schematic insets: The charging of the second
electron into the lowest state (s-state) takes place at Vp

¼ 0.04 V. The occupation of the first excited state (p-state) is
observed around Vp¼ 0.36 V. The maximum at Vp¼ 0.6 V
corresponds to the charging of the d-state. A double peak
structure of the p-state filling is observed, indicating the
selective population of the triplet state at Vp¼ 0.32 V and the
singlet state at Vp¼ 0.41 V.11,13

We use the different relaxation properties of the singlet
and triplet states and distinguish them by the time depen-
dence of their discharging characteristics. The relaxation
from the excited singlet state js "; p #i to the ground state
js "; s #i is dipole-allowed and will take place in the range of
nanoseconds. Tunneling out of the ground state will be slow
because of the higher effective tunneling barrier.15 The
energy relaxation of the triplet state js "; p "i ! js "; s #i, on
the other hand, requires a spin flip and will therefore be
much slower. During the relaxation time, tunneling out of
the dots from the p-level will be possible, which is much
faster than tunneling out of the s-state.

Therefore, for electrons injected into the p-shell, two
different time constants are observed in the discharging

characteristics [see Fig. 2(b)]. From a double exponential fit
to the data, we determine the characteristic time and ampli-
tude for tunneling out of the p-state (fast) and the s-state
(slow). Figure 2(c) summarizes the amplitudes of the fast and
slow contributions for all pulse heights as blue and red lines,
respectively. The fact that the slow contribution is at lower
energy and that the spacing of both lines (%13 meV)16,18,19

agrees with the exchange interaction in similar self-organized
quantum dots,11 confirms the assignment in Fig. 2(c) of the
triplet and singlet states. In essence, the separation into a slow
and a fast tunneling contribution to individually detect the
triplet and singlet states corresponds to the “spin-to-charge
conversion” techniques that have been developed for litho-
graphically defined quantum dots.9

This now enables us, in an all-electric measuring
scheme, to determine the triplet spin relaxation time in self-
organized InAs quantum dots. We set Vp to 0.33 V, so that
electrons will be injected into the triplet state. By increasing
the charging time, i.e., the duration of the charging pulse, we
allow the electrons to (partially) undergo a spin-flip and relax
down to the s-shell. Then, we analyze the discharging signal
as described above and determine the fraction of electrons
that are in the excited state. The data points in Fig. 3(a) show
the amplitudes of the fast (Afast, blue) and the slow (Aslow,
red) contributions as a function of the charging time tc. It can
be observed that for short tc, the fast contribution dominates.
The rise time of Afast of about 10 ls reflects the tunneling

FIG. 1. (a) and (b) Schematic representation of the sample structure with the two dimensional electron gas (2DEG, red layer) and the quantum dots (red)
embedded in an (AlGa)As field-effect structure. A small constant voltage is applied to the source and drain contacts, and the time-resolved change in current
DISD is recorded when a voltage pulse Vp is applied to the top gate (b). Thus, the determined change in conductance DGSD (c) is directly given by the tunneling
of electrons from the extended 2DEG to the localized dot states, where they no longer contribute to the conductivity.

FIG. 2. (a) Charging spectrum for the injection of a second electron into the dots. The pictograms illustrate (from left to right) the injection of the second elec-
tron into the singlet ground state, the two-electron triplet state, the excited singlet state, and the d-shell, respectively. (b) Semilogarithmic plot of the discharg-
ing transient, showing the double-exponential behavior, originating from tunneling out of the s- and the p-shell. (c) Discharging amplitudes for the slow (red)
and fast (blue) contribution in (b) as a function of the pulse height Vp. Note the separation of the double peak in (a) into a fast tunneling triplet and a slow
tunneling singlet state.
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time of electrons from the 2DEG into the p-shell of the dots,
where they form the triplet state. At longer charging times,
also the slow contribution increases in amplitude, as more
and more electrons relax down to the ground state. The cor-
responding depletion of the triplet state should lead to a
decrease in the fast contribution. However, we find an almost
constant Afast for times tc> 20 ls. The reason for this behav-
ior is the fact that a third electron can tunnel into the dot after
the relaxation of the triplet state [see Fig. 3(b), right]. The
third electron cannot relax into the (already filled) s-shell
and will therefore remain in the p-state and lead to a fast dis-
charging signal, independent of the waiting time. In princi-
ple, the 3-electron state has a higher energy than the 2-
electron triplet state;11 however, because of the inhomoge-
neous broadening of the dot ensemble, a fraction k of the
dots will allow tunneling into the 3-electron ground state.13

To more quantitatively model the time evolution of the
emission amplitudes in Fig. 3(a), we use a system of rate equa-
tions, following the sequence of events depicted in Fig. 3(b)

dn"

dt
¼ & n"

sp
; (1)

dn";"

dt
¼ n"

sp
& n";"

srel
; (2)

dn"#

dt
¼ n";"

srel
& n"#

sp

" #

; (3)

dn"#;"

dt
¼ n"#

sp
: (4)

Here, sp is the characteristic time for electron tunneling
into the p-state, and srel is the spin relaxation time. The

number of dots in the states js "i; js "; p "i; js "; s #i and
js "; s #; p "i are labelled n"; n";"; n"# and n"#;", respectively
[see also Fig. 3(b)]. The amplitudes of the slow and the fast
emission signals are then determined from n"# and
n";" þ n"#;", respectively. Note that the tunneling into the
n"#;"-state [Eq. (4) and term in brackets in Eq. (3)] will only
be considered for a fraction k of the dots, as discussed
earlier.

The calculated normalized emission amplitudes as a
function of the charging time are shown as solid lines in Fig.
3(a) for sp¼ 14 6 2 ls,17 srel¼ 25 ls, and k ¼ 0.6. For these
parameters, we find good agreement between the experimen-
tal data and the model for both the fast and the slow dis-
charging signals. This allows us to determine the triplet spin
relaxation time, srel, of 25 6 5 ls in self-organized InAs
quantum dots. The margin of error was estimated from a sys-
tematic variation of srel and a comparison with the experi-
mental data.

Our results add an important piece of information to the
active field of spin relaxation in quantum dots, a mechanism
which is of great interest for applications in quantum infor-
mation technologies. Spin relaxation times in quantum dots
have been extensively studied,9,20–23,28–31 however, mostly
in a regime where the spin-flip was accompanied by only a
small energy relaxation (e.g., spin-flip within the s-shell).7,24

In this regime, spin relaxation times up to 20 ms were
found.7 The triplet-singlet transition with energy relaxation
from the p-shell to the s-shell was studied, for instance, by
Fujisawa et al.25 and Hanson et al.9 in lithographically
defined dots. They found a relaxation time of 200 ls and
2.58 ms for an energy difference DEp–s of 2.5–5.5 meV and
DEp–s smaller than 1 meV, respectively. In the present dots,
DEp–s¼ 50 meV,11 a value that is higher than the optical pho-
non energies of the (InGa)As system.26 Therefore, a very effi-
cient, polariton-mediated spin relaxation is expected, which—
together with the 10–100 times higher temperature—can
explain the considerably shorter lifetime in the present experi-
ment. Theoretical estimates of the phonon-assisted spin-flip
transition between the first excited and the ground state range
from 102 s to 10&5 s for parameters that are more appropriate
for lithographically defined quantum dots.27 We hope that our
data will provide a reference point for future theoretical treat-
ments of spin relaxation in semiconductor nanostructures.

Finally, we would like to point out that the relatively long
spin relaxation time in the present experiment was achieved
without the application of an external magnetic field and at
moderately low temperatures, which are easily achieved in
low maintenance, helium-free cryostats.

In summary, we have combined time-resolved transcon-
ductance spectroscopy with a spin-to-charge-conversion
technique to obtain the two-electron, triplet-to-singlet spin
relaxation time in self-assembled InAs quantum dots. We
find a comparably long relaxation time srel¼ 25 ls at liquid
helium temperatures and without the need to apply an exter-
nal magnetic field.

This work was supported by the German Research
Foundation under Grant No. SFB 1242, TP A01. The authors
would like to thank Peter Kratzer and Annika Kurzmann for
valuable discussions.

FIG. 3. (a) Emission amplitudes as a function of the charging time (data
points). The solid lines are the results of a fit, based on a simple relaxation
model. (b) Schematic of the different charging and relaxation steps that are
considered in the model. The last step (tunneling of a third electron) is only
possible for a fraction k of the dots.
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